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Introduction

Problem
Determine when a given combinatorial statement is consistent with
the Continuum Hypothesis (i.e. 2ℵ0 = ℵ1).

The motivation may be purely intellectual; when is CH sufficient to
carry out a diagonalization argument which a priori requires ♦?

Theorem (Jensen)

Souslin’s Hypothesis is consistent with CH.

Theorem (Eisworth-Roitman)

CH does not imply the existence of an Ostaszewski space: a
perfectly normal countably compact noncompact space in which
open sets are countable or co-countable.
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The problem may be motivated by applications

Theorem (M.)

It is consistent that ω1 and −ω1 are the only minimal uncountable
order types.

While not a priori a question concerning CH, CH plays an
important role in the proof of this theorem and the only known
models in which ω1 and −ω1 are the only minimal uncountable
types satisfy CH.

Problem
Is it consistent that if L is a non σ-scattered linear order, then
there is a non σ-scattered L′ ⊆ L into which L does not embed?

Theorem (Ishiu, M.)

Assume PFA+. If L is a minimal non σ-scattered linear order, then
L is either an A-line or a separable linear order of cardinality ℵ1.
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Overview

This tutorial will be organized as follows:

Lecture 1: Basics and obstacles

• Introduction to the machinery for preserving CH in an iterated
forcing construction.

• Discussion of the known obstacles to preserving CH in an
iterated forcing construction.

• Strategy for the consistency of ω1 and −ω1 are the only
minimal uncountable linear orders.

Lecture 2: proofs of completeness

• Adding clubs which avoid sequences of small ordertype.

• Adding a generic subtree to an Aronszajn tree and Souslin’s
Hypothesis.

Lecture 3: completeness alone is not enough

• Shelah’s almost disjoint club coding

• A new obstruction
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Part 1: basics and obstructions
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Basic Strategy

How do you produce a model of CH?

• Start with a model of CH.
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Basic Strategy

How do you produce a model of CH which is interesting?

• Start with a model of CH.

• Force to produce a model of the desired sentence without
introducing new real numbers.

Focus: Π2-sentences — statements of the form ∀X∃Yφ(X ,Y ),
where φ involves only bounded quantification.

• For each X , build a forcing QX which adds no reals and forces
∃Yφ(X ,Y ).

• Prove that any iteration of the forcings QX does not
introduce new reals.

The second stage is typically where the challenge lies.
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Example

If S is a stationary subset of ω1, let QS denote the forcing of all
countable closed subsets of S , ordered so that q ≤ p if p is an
initial part of q.

Proposition

If S is stationary, QS does not add new reals. Moreover, every
condition forces that Š contains a closed unbounded subset.

Let 〈Sn : n <∞〉 be a decreasing sequence of stationary sets with
empty intersection. The iteration of the forcings QSn adds closed
unbounded sets En ⊆ Sn. In the ωth stage of the iteration, since⋂

n En must be empty, it must be that ω1 is collapsed (and
consequently reals are added — e.g. a well ordering of ω in type
ω1).
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Properness

Blame: The poset destroys stationary subsets of ω1.

Recourse: Require that the iterands preserve stationary sets.

Theorem (Shelah)

There is an ω-length iteration of forcings such that the iterands
preserve stationary subsets of ω1 and do not add reals but such
that the iteration collapses ω1.

Remark
The right solution is to require that posets are semiproper. To keep
life simple, however, we will stick to forcings which are proper.

Theorem (Shelah)

A countable support iteration of proper forcings is proper and in
particular preserves ω1.
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particular preserves ω1.
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Properness: a review

Suppose that Q is a poset.

Definition
M is suitable for Q if for some regular cardinal θ, M is a countable
elementary submodel of H(θ) such that both Q and its powerset
are in M.

Definition
If M is a suitable for Q, q ∈ Q is (M,Q)-generic if whenever
D ∈ M is dense in Q and r ≤ q, r is compatible with an element
of D ∩M. A condition q is totally (M,Q)-generic if whenever
D ∈ M is dense in Q, q ≤ s for some s in D.
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Properness: a review

Definition
Q is (totally) proper if whenever M is a suitable model for Q and
p ∈ Q ∩M, there is a (totally) (M,Q)-generic q such that q ≤ p.

Proposition

The totally proper posets are exactly the proper posets which do
not introduce new reals.

Remark
If Q is totally proper and q is (M,Q)-generic, it need not be true
that q is totally (M,Q)-generic. It is true that any (M,Q)-generic
condition in a totally proper forcing has a totally (M,Q)-generic
extension.
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Example: Ladder System Uniformization

Total properness, however, is not preserved in iterations.

Definition
A ladder system (on ω1) is a sequence Cα (α ∈ lim(ω1)) such that
Cα ⊆ α is cofinal and order type ω.

(U) For every ladder system C and g : ω1 → 2, there is a
f : ω1 → 2 such that if δ ∈ lim(ω1), then

f � Cδ ≡∗ g(δ)

(f ≡∗ m means f constantly m with finitely many exceptions).
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Example: Ladder System Uniformization

Fix a ladder system C and a bijection n 7→ (i(n), j(n)) such that
for all n > 0, i(n) < n.

For each f in 2ω1 construct a sequence gn
(n ∈ ω) recursively as follows:

• g0 = f ;

• if n > 0 and 〈gm : m < n〉 has been defined, gn is chosen such
that:

gn � Cδ ≡∗ gi(n)(δ + j(n))

for all δ ∈ lim(ω1).

Observe that from 〈gn � δ : n ∈ ω〉 and the equations
gn � Cδ ≡∗ gi(n)(δ + j(n)) we can reconstruct 〈gn � δ + ω : n ∈ ω〉.
Thus 〈gn � ω : n ∈ ω〉 “determines” 〈gn : n ∈ ω〉. In particular, the
map which takes f to 〈gn � ω : n ∈ ω〉 is one-to-one. Thus:

Theorem (Devlin)

(U) implies 2ℵ0 = 2ℵ1 .
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Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 : there exists a
F : 2<ω1 → 2 such that for every g ∈ 2ω1 , there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond. It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 :

there exists a
F : 2<ω1 → 2 such that for every g ∈ 2ω1 , there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond. It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 : there exists a
F : 2<ω1 → 2 such that

for every g ∈ 2ω1 , there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond. It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 : there exists a
F : 2<ω1 → 2 such that for every g ∈ 2ω1 ,

there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond. It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 : there exists a
F : 2<ω1 → 2 such that for every g ∈ 2ω1 , there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond. It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 : there exists a
F : 2<ω1 → 2 such that for every g ∈ 2ω1 , there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond.

It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Weak diamond and weak CH

Shelah generalized Devlin’s argument to give an equivalence of
2ℵ0 = 2ℵ1 .

Theorem (Shelah)

The following statement is equivalent to 2ℵ0 = 2ℵ1 : there exists a
F : 2<ω1 → 2 such that for every g ∈ 2ω1 , there is an f ∈ 2ω1 for
which

{δ ∈ ω1 : F (f � δ) = g(δ)}

contains a closed unbounded set.

The negation of the statement in the previous theorem is known as
weak diamond. It represents the primary and best understood
mechanism by which reals are introduced in an iteration of totally
proper forcings.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Aronszajn trees: review

Recall that an Aronszajn tree (A-tree) is an uncountable tree with
countable levels and countable chains.

Remark
We will assume that all tree satisfy that if s 6= t have the same
predecessors, then they have successor height. All such trees are
isomorphic to a downward closed subset of ω<ω1 . We will always
assume A-tree are represented in this way.

Let T be an A-tree.

Definition
T is club minimal if whenever U ⊆ T is a subtree, there is a closed
unbounded set E and an embedding of T � E into U � E .

Proposition

If T is a pruned Aronszajn tree and some lexicographic order on T
is minimal, then T is club minimal.
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Aronszajn tree uniformization

(A) If T is an A-tree, C is a ladder system, and g : ω1 → 2,

then
there is a subtree U of T and an f : U → 2 such that for all u ∈ U
of limit height, g(ht(u)) = f (u � ξ) for almost all ξ ∈ Cht(u).

Proposition (M.)

If there is a club minimal A-tree and (A) is true, then 2ℵ0 = 2ℵ1 .

Theorem (M.)

(A) is consistent with CH.

Corollary (M.)

It is consistent that there is no club minimal A-tree and hence no
minimal A-line.

Remark
The conjunction of (A) and 2ℵ0 < 2ℵ1 implies SH.
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Part 2: completeness
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Completeness

Suppose P ∗ Q̇ is an iteration of totally proper forcings.

Definition (Eisworth*)

P ∗ Q̇ satisfies the completeness condition if whenever:

• M ∈ N0 ∈ N1 are suitable models for P ∗ Q̇,

• G ⊆ P ∩M is an M-generic filter,

• p ∗ q̇ ∈ P ∗ Q̇ ∩M with p ∈ G ,

there is an H ⊆ P ∗ Q̇ such that G ∪ {p ∗ q̇} ⊆ H and if p̄ is a
lower bound for G which is (Ni ,P)-generic, then p̄ forces that
H/ΓP has a lower bound.

Remark
This is preceded by Shelah’s notion of being D-complete with
respect to a simple completeness system, which we will refer to as
complete properness. If P is totally proper and Q̇ is a P-name for
a completely proper forcing, then P ∗ Q̇ is complete.
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Example: Ladder System Uniformization

Fix a ladder system C.

Define P = 2<ω1 and let ġ denote the P-name for the generic
branch. Let Q̇ = Qġ be the uniformizing forcing described
previously and let ḣ denote the P ∗ Q̇-name for the union of the
Qġ -generic filter.
Let M ∈ N0 ∈ N1 be suitable for P ∗ Q̇ and G ⊆ 2<ω1 ∩M be
M-generic. Set δ = M ∩ ω1, q = ∪G , and define qi : δ + 1→ 2 so
that qi � δ = q and qi (δ) = i .
Observe: qi forces that ḣ � Cδ ≡∗ i . Furthermore, if
H ⊆ M ∩ P ∗ Q̇ is M-generic, then qi decides whether H/ΓP has a
lower bound.
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Observe: qi forces that ḣ � Cδ ≡∗ i . Furthermore, if
H ⊆ M ∩ P ∗ Q̇ is M-generic, then qi decides whether H/ΓP has a
lower bound.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Example: Ladder System Uniformization

Fix a ladder system C.
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branch. Let Q̇ = Qġ be the uniformizing forcing described
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Iteration theorems

The property of completeness of an iteration prevents weak
diamond coding.

Theorem (Shelah*)

Suppose that 〈Pα : α ∈ θ〉 is a countable support iteration of
totally proper forcings Q̇α. If additionally:

1 Pξ ∗ Q̇ξ is complete for all α ∈ θ and

2 either

A for all ξ ∈ θ, Q̇ξ is forced to be (weakly) α-proper for all α ∈ ω1

or
B for all ξ ∈ θ, Q̇ξ is forced to be totally proper in every totally

proper forcing extension,

then Pθ is totally proper.

*The core theorem is due to Shelah. This is an amalgam of results
of Shelah and Eisworth.
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α-properness

Let us now examine the auxiliary conditions in Shelah’s iteration
theorem. The first is α-properness.

Definition
If Q is a poset, a Q-tower is a continuous ∈-chain
N = 〈Nξ : ξ ∈ α〉 for some α such that:

• each Nξ is suitable for Q and if ξ ∈ η, then Nξ ≺ Nη;

• for each γ ∈ α, 〈Nξ : ξ ∈ γ〉 is in Nγ+1.

If N is a Q-tower, a condition q ∈ Q is (N ,Q)-generic if it is
(N,Q)-generic for all N in N . Q is α-proper if for every Q-tower
N and p ∈ Q ∩min N , there is q ≤ p which is (N ,Q)-generic.

Remark
As we will see, there are important examples of posets which are
totally proper but not ω-proper. Posets which distinguish between
higher levels of α-properness, however, tend to be artificial.
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Examples

Example

The poset for force an instance of (U) is both (< ω1)-proper and
remains proper in every outer model with the same reals. We have
already illustrated how iterations of such posets can fail to be
complete.

Example

If T is an A-tree, there is a totally proper QT which adds an
uncountable antichain to T . Moreover, QT is completely proper
and (< ω1)-proper. A variation of this forcing, due to Shelah,
moreover specializes T .

Example

There is a poset which forces an instance of (A) which is
completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Examples

Example

The poset for force an instance of (U) is both (< ω1)-proper and
remains proper in every outer model with the same reals. We have
already illustrated how iterations of such posets can fail to be
complete.

Example

If T is an A-tree, there is a totally proper QT which adds an
uncountable antichain to T . Moreover, QT is completely proper
and (< ω1)-proper.

A variation of this forcing, due to Shelah,
moreover specializes T .

Example

There is a poset which forces an instance of (A) which is
completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Examples

Example

The poset for force an instance of (U) is both (< ω1)-proper and
remains proper in every outer model with the same reals. We have
already illustrated how iterations of such posets can fail to be
complete.

Example

If T is an A-tree, there is a totally proper QT which adds an
uncountable antichain to T . Moreover, QT is completely proper
and (< ω1)-proper. A variation of this forcing, due to Shelah,
moreover specializes T .

Example

There is a poset which forces an instance of (A) which is
completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Examples

Example

The poset for force an instance of (U) is both (< ω1)-proper and
remains proper in every outer model with the same reals. We have
already illustrated how iterations of such posets can fail to be
complete.

Example

If T is an A-tree, there is a totally proper QT which adds an
uncountable antichain to T . Moreover, QT is completely proper
and (< ω1)-proper. A variation of this forcing, due to Shelah,
moreover specializes T .

Example

There is a poset which forces an instance of (A) which is
completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Example: QC

Let C be a ladder system and define QC to be the collection of all
countable closed subsets of ω1 which have finite intersection with
every ladder in C.

We will see momentarily that this forcing is totally proper and
more. Also, in an outer model with the same reals, the definition
of QC is unchanged. Since the proof of its properness is valid in
the generic extension, QC remains proper in any outer model with
the same reals.
Unless there is a club which is almost disjoint from C, however,
neither QC nor any other forcing adding such a club is ω-proper.
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Example: QC

Proposition

If P is a totally proper poset and Ċ is a P-name for a ladder
system, then P ∗ Q̇C is complete.

Key Lemma

If M is a suitable model for QC, C is a ladder in M ∩ ω1, D ⊆ QC

is a dense set in M, and p ∈ QC∩M , then there is a q ≤ p in
D ∩M such that q \ p is disjoint from C .
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system, then P ∗ Q̇C is complete.

Key Lemma

If M is a suitable model for QC, C is a ladder in M ∩ ω1, D ⊆ QC

is a dense set in M, and p ∈ QC∩M , then there is a q ≤ p in
D ∩M such that q \ p is disjoint from C .

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Example: QC

Proposition

If P is a totally proper poset and Ċ is a P-name for a ladder
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Proof of Key Lemma for QC

Proof.
Find an countable N ≺ H((2ℵ0)+) such that N ∈ M, and
p,D ∈ N.

Set α = max(C ∩ N) and define q0 = p ∪ {α + 1},
noting that q0 ∈ N. Since D ∈ N is dense and N is elementary,
there is a q ≤ q0 in D ∩ N ⊆ M. Since q \ p ⊆ N \ α and since
C ∩ N ⊆ α, we have that q \ p is disjoint from C .
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Key Lemma implies completeness

Let M ∈ N0 ∈ N1 be suitable for P ∗ Q̇C, G ⊆ P ∩M be
M-generic, and p ∗ q̇ ∈ M with p ∈ G .

Set δ = M ∩ ω1 and let C
be the set of ladders in δ which are in N0.
Observe:

• if p̄ ≤ G is N0 and N1, generic, then p̄ forces that Ċδ is in Č .

• G decides C up to δ := M ∩ ω1 and hence the elements of QC

which have supremum less than δ.

• G also determines the collection of intersections of dense
subsets of QC in M[G ] with M[G ].
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Key Lemma implies completeness

Goal: Find H ⊆ P ∗ Q̇C ∩M such that G ⊆ H, p ∗ q̇ ∈ H, and
p̄ ≤ G is (Ni ,Q)-generic for i = 0, 1, then p̄ forces ∪Ȟ/ΓP ∈ Q̇C.

Proof.
By the observations, this reduces to building a M[G ]-generic filter
for Q̇C(G ) whose union has finite intersection with C for each
C ∈ C .
Let 〈Dn : n ∈ ω〉 list the all the sets Ḋ(G ) ∩M[G ] = Ḋ(G ) ∩M
such that Ḋ ∈ M is a P-name for a dense subset of Q̇C.
Let C ⊆ δ be a ladder such that every element of C is mod finite
contained in C . Using the Key Lemma, build a sequence
〈qn : n ∈ ω〉 in Q̇C(G ) with qn+1 ∈ Dn and qn+1 \ qn is disjoint
from C . Set H to be the set of all (r , ṡ) such that r ∈ G and
r 
 ṡ ∈ Ďn. Then H ⊆ P ∗ Q̇ is M-generic and any p̄ ≤ G which is
(Ni ,P)-generic for i = 0, 1 forces Ȟ/ΓP has a lower bound.
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Generic subtrees of A-trees

We will now explore how to add a subtree to an A-tree generically.

Fix an A-tree T and assume for simplicity that T is pruned: if s is
in T , then {t ∈ T : s ≤ t} is uncountable.
The simplest poset is the collection Q of all q which are countable
downward closed subsets of T which have a last level; q ≤ p if p is
an initial part of q.
This is typically not a proper poset: there may be a suitable M for
Q such that, setting δ = M ∩ ω1, if t ∈ Tδ, there is a dense set
D ⊆ Q in M such that if q is in D ∩M, then t does not extend an
element of the last level of q.
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element of the last level of q.
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The poset QT

There is a revised version which is (totally) proper and more,
however.

We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

There is a revised version which is (totally) proper and more,
however. We need to add side conditions.

Definition
Let T [n] denote all weakly increasing sequences of elements of
some level of T of length n.

Definition
Define QT to be all pairs q = (Xq,Uq) such that:

1 Xq is a countable downward closed subset of T with a last
level αq.

2 Uq is a countable collection of U which are each pruned
subtrees of some T [n].

3 if U is in Uq, then there is an element of the αqth level of U
contained in the last level of Xq.

q ≤ p if Xp is an initial part of Xq and Up ⊆ Uq.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proposition (essentially Shelah)

Suppose that P is totally (< ω1)-proper and Ṫ is a P-name for a
pruned A-tree. Then P forces Q̇T is totally proper and P ∗ Q̇T is
complete.

Definition
If t ∈ ω<ω1 , then we say that t is a virtual element of T if all
proper initial parts of t are in T . If σ ⊆ ω<ω1 is finite set of virtual
elements of T and q is in QT , we say that σ is consistent with q if
every element of σ is compatible with an element of the last level
of Xq.

Key Lemma

If D ∈ M is dense, p ∈ QT ∩M, and σ ⊆ ωM∩ω1 is a finite set of
virtual elements consistent with p, then there is a q ≤ p in D ∩M
which is consistent with σ.
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pruned A-tree. Then P forces Q̇T is totally proper and P ∗ Q̇T is
complete.

Definition
If t ∈ ω<ω1 , then we say that t is a virtual element of T if all
proper initial parts of t are in T .

If σ ⊆ ω<ω1 is finite set of virtual
elements of T and q is in QT , we say that σ is consistent with q if
every element of σ is compatible with an element of the last level
of Xq.

Key Lemma

If D ∈ M is dense, p ∈ QT ∩M, and σ ⊆ ωM∩ω1 is a finite set of
virtual elements consistent with p, then there is a q ≤ p in D ∩M
which is consistent with σ.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proposition (essentially Shelah)

Suppose that P is totally (< ω1)-proper and Ṫ is a P-name for a
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The poset QT

Proof.
Assume for simplicity σ ∈ T [n] for some n. Set n = |σ| and let
f : ω1 → T [n] be in M such that f (δ) = σ.

Define A to be the set
of all ν ∈ ω1 such that if q ≤ p is in D and αq < ν, then q is not
consistent with f (ν).
If δ is not in A, then we are done so suppose for contradiction it is.
Set

U = {f (ν) � ξ : ξ < ν and ν ∈ A}.

and observe that U is a pruned subtree of T [n]. If
p′ = (xp,Up ∪ {U}), then p′ ∈ QT ∩M. Also if q ≤ p′ is in
D ∩M, then there is a ν > αq in A such that f (ν) extends a tuple
from the last level of xq, contradicting the definition of A.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proof.
Assume for simplicity σ ∈ T [n] for some n. Set n = |σ| and let
f : ω1 → T [n] be in M such that f (δ) = σ. Define A to be the set
of all ν ∈ ω1 such that if q ≤ p is in D and αq < ν, then q is not
consistent with f (ν).

If δ is not in A, then we are done so suppose for contradiction it is.
Set

U = {f (ν) � ξ : ξ < ν and ν ∈ A}.

and observe that U is a pruned subtree of T [n]. If
p′ = (xp,Up ∪ {U}), then p′ ∈ QT ∩M. Also if q ≤ p′ is in
D ∩M, then there is a ν > αq in A such that f (ν) extends a tuple
from the last level of xq, contradicting the definition of A.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proof.
Assume for simplicity σ ∈ T [n] for some n. Set n = |σ| and let
f : ω1 → T [n] be in M such that f (δ) = σ. Define A to be the set
of all ν ∈ ω1 such that if q ≤ p is in D and αq < ν, then q is not
consistent with f (ν).
If δ is not in A, then we are done so suppose for contradiction it is.

Set
U = {f (ν) � ξ : ξ < ν and ν ∈ A}.

and observe that U is a pruned subtree of T [n]. If
p′ = (xp,Up ∪ {U}), then p′ ∈ QT ∩M. Also if q ≤ p′ is in
D ∩M, then there is a ν > αq in A such that f (ν) extends a tuple
from the last level of xq, contradicting the definition of A.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proof.
Assume for simplicity σ ∈ T [n] for some n. Set n = |σ| and let
f : ω1 → T [n] be in M such that f (δ) = σ. Define A to be the set
of all ν ∈ ω1 such that if q ≤ p is in D and αq < ν, then q is not
consistent with f (ν).
If δ is not in A, then we are done so suppose for contradiction it is.
Set

U = {f (ν) � ξ : ξ < ν and ν ∈ A}.

and observe that U is a pruned subtree of T [n].

If
p′ = (xp,Up ∪ {U}), then p′ ∈ QT ∩M. Also if q ≤ p′ is in
D ∩M, then there is a ν > αq in A such that f (ν) extends a tuple
from the last level of xq, contradicting the definition of A.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proof.
Assume for simplicity σ ∈ T [n] for some n. Set n = |σ| and let
f : ω1 → T [n] be in M such that f (δ) = σ. Define A to be the set
of all ν ∈ ω1 such that if q ≤ p is in D and αq < ν, then q is not
consistent with f (ν).
If δ is not in A, then we are done so suppose for contradiction it is.
Set

U = {f (ν) � ξ : ξ < ν and ν ∈ A}.

and observe that U is a pruned subtree of T [n]. If
p′ = (xp,Up ∪ {U}), then p′ ∈ QT ∩M.

Also if q ≤ p′ is in
D ∩M, then there is a ν > αq in A such that f (ν) extends a tuple
from the last level of xq, contradicting the definition of A.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The poset QT

Proof.
Assume for simplicity σ ∈ T [n] for some n. Set n = |σ| and let
f : ω1 → T [n] be in M such that f (δ) = σ. Define A to be the set
of all ν ∈ ω1 such that if q ≤ p is in D and αq < ν, then q is not
consistent with f (ν).
If δ is not in A, then we are done so suppose for contradiction it is.
Set

U = {f (ν) � ξ : ξ < ν and ν ∈ A}.

and observe that U is a pruned subtree of T [n]. If
p′ = (xp,Up ∪ {U}), then p′ ∈ QT ∩M. Also if q ≤ p′ is in
D ∩M, then there is a ν > αq in A such that f (ν) extends a tuple
from the last level of xq, contradicting the definition of A.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

Let T , C, and g : ω1 → 2 be given.

Definition
QT ,C,g consists of all q = (Xq,Uq, fq) such that:

• (Xq,Uq) is in QT ;

• fq : Xq → 2;

• if u ∈ Xq has limit height δ, then fq(u � ξ) = g(δ) for all but
finitely many ξ ∈ Cδ.

Proposition (M.)

The poset QT ,C,g is completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

Let T , C, and g : ω1 → 2 be given.

Definition
QT ,C,g consists of all q = (Xq,Uq, fq) such that:

• (Xq,Uq) is in QT ;

• fq : Xq → 2;

• if u ∈ Xq has limit height δ, then fq(u � ξ) = g(δ) for all but
finitely many ξ ∈ Cδ.

Proposition (M.)

The poset QT ,C,g is completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

Let T , C, and g : ω1 → 2 be given.

Definition
QT ,C,g consists of all q = (Xq,Uq, fq) such that:

• (Xq,Uq) is in QT ;

• fq : Xq → 2;

• if u ∈ Xq has limit height δ, then fq(u � ξ) = g(δ) for all but
finitely many ξ ∈ Cδ.

Proposition (M.)

The poset QT ,C,g is completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

Let T , C, and g : ω1 → 2 be given.

Definition
QT ,C,g consists of all q = (Xq,Uq, fq) such that:

• (Xq,Uq) is in QT ;

• fq : Xq → 2;

• if u ∈ Xq has limit height δ, then fq(u � ξ) = g(δ) for all but
finitely many ξ ∈ Cδ.

Proposition (M.)

The poset QT ,C,g is completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

Let T , C, and g : ω1 → 2 be given.

Definition
QT ,C,g consists of all q = (Xq,Uq, fq) such that:

• (Xq,Uq) is in QT ;

• fq : Xq → 2;

• if u ∈ Xq has limit height δ, then fq(u � ξ) = g(δ) for all but
finitely many ξ ∈ Cδ.

Proposition (M.)

The poset QT ,C,g is completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

Let T , C, and g : ω1 → 2 be given.

Definition
QT ,C,g consists of all q = (Xq,Uq, fq) such that:

• (Xq,Uq) is in QT ;

• fq : Xq → 2;

• if u ∈ Xq has limit height δ, then fq(u � ξ) = g(δ) for all but
finitely many ξ ∈ Cδ.

Proposition (M.)

The poset QT ,C,g is completely proper and (< ω1)-proper.

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



The forcing for (A)

The proof is similar to the corresponding proof for QT .

Let M be suitable for QT ,C,g and set δ = M ∩ ω1. Build an
M-generic G such that G has lower bounds q0 and q1 and:

fqi (u � ξ) = i

for all u in Xqi of height δ and all but finitely many ξ in Cδ. Notice
that the value that fqi assigns to u � ξ is determined by conditions
in G and thus does not depend on i . We arrange, however, that
the δth level of Xq0 is disjoint from that of Xq1 .
The actually situation is somewhat more complicated: we must
deal with the fact Tδ and Cδ may only be determined up to a
countable number of candidates. The basic idea remains the same.
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Part 3: completeness is not enough
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Recall

Theorem (Shelah*)

Suppose that 〈Pα : α ∈ θ〉 is a countable support iteration of
totally proper forcings Q̇α.

If additionally:

1 Pξ ∗ Q̇ξ is complete for all α ∈ θ and

2 either

A for all ξ ∈ θ, Q̇ξ is forced to be (weakly) α-proper for all α ∈ ω1

or
B for all ξ ∈ θ, Q̇ξ is forced to be totally proper in every totally

proper forcing extension,

then Pθ is totally proper.

Problem (Shelah)

Is the forcing axiom for completely proper forcings consistent with
CH?
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Theorem (M.)

Assume CH. There is a tree T of height ω1 such that:

• {(s, t) ∈ T : ht(s) = ht(t) and s 6= t} is a countable union of
antichains;

• T is completely proper and remains so in any outer model in
which T has no uncountable branch;

• the generic branch through T is forced to be uncountable.

In particular, the forcing axioms for completely proper forcings is
not consistent with CH. Also, by joint work with Aspero and
Larson, there are variations of the forcing axiom for completely
proper forcings which are individually consistent with CH but
which jointly imply 2ℵ0 = 2ℵ1 .
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Outline of the construction

Assume CH and fix a one-to-one function ind : H(ω1)→ ω1.

For
each club E ⊆ ω1, we construct a tree TE = T ind

E , closed under
taking closed initial segments which consists of closed sets of limit
points of E .
We now build a sequence of clubs 〈Eξ : ξ ∈ ζ〉 by recursion and set
Tξ = TEξ

. If Tξ has no uncountable branch, then the desired tree
T is Tξ. Otherwise Eξ+1 is the union of the (unique) uncountable
branch through Tξ.
The construction starts by selecting a club E0 in L[ind] such that
TE0 has no uncountable branch in L[ind].
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Outline of the construction

Properties of the construction E 7→ TE :

1 Elements of TE are countable closed subsets of the limit
points of E .

2 If t is in TE and ν ∈ lim(t), min(E \ ν + 1) < ind(t ∩ ν).

3 If α < β, then ind(t ∩ (α, β)) < min(t \ β + 1).

4 If s, t ∈ TE and δ is a limit point of lim(s) ∩ lim(t), then
s ∩ δ = t ∩ δ.

5 If E ∩ δ = E ′ ∩ δ where E and E ′ are two clubs which have δ
as a limit point, then TE ∩P(δ + 1) = TE ′ ∩P(δ + 1).

Item 1 ensures, among other things, that ♦ implies that there is an
E such that TE contains no uncountable branch.
Item 4 implies that T 2 \∆ is special.
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Theorem (M.)

Assume CH. There is a ∆0-definable mapping (ind,E ) 7→ T ind
E

satisfying the previous conditions such that if T ind
E has no

uncountable branch, then T ind
E is completely proper.

Here ind
ranges over all injections from H(ω1) into ω1 and E ranges over all
closed unbounded subsets of ω1.

The properties of E 7→ TE alone are enough for the following
proposition.

Proposition (essentially Shelah)

Assume E 7→ TE satisfies the properties listed previously. If
E0 ⊆ ω1 is a club such that TE0 has no uncountable branch in
L[ind,E0], then there is a ξ ∈ ω2 such that Tξ has no uncountable
branch.
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Proof of Shelah’s proposition

Suppose not. Define δα,ξ by recursion for α ∈ ω1 and ξ ∈ ω2.

The
sets Eξ ∩ δα,0 will also be defined by simultaneous recursion.
Let δ0,0 be an element of

⋂
{Eξ : ξ ∈ ω2}. Give δα,ξ, set

δα,ξ+1 = ind(Eξ ∩ δα,0) δα,ω·(k+1) = sup{δα,ω·k+i : i ∈ ω}.

δα,0 = sup{δβ,ξ : β ∈ α and ξ ∈ ω2}

Eξ+1 ∩ δα,0 is the unique element of Tξ ∩P(δα,0 + 1) which
contains δβ,ω·k whenever β ∈ α and ξ ∈ ω · k .
If ξ > 0 is a limit ordinal, then

Eξ ∩ δα,0 =
⋂
{Eη ∩ δα,0 : η ∈ ξ}
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Eξ ∩ δα,0 =
⋂
{Eη ∩ δα,0 : η ∈ ξ}
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Proof of Shelah’s proposition

Claim
δα,ω·k is in Eξ whenever ξ < ω · k.

Proof.
The case k = 0 is vacuous. If i ∈ ω, then

min(Eω·k+i\δα,0+1) < ind(Eω·k+i+1∩δα,0) < min(Eω·k+i+1\δα,0+1)

The proof of the claim is finished by noting

δα,ω·k+i+1 = ind(Eω·k+i+1 ∩ δα,0).
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Proof of Shelah’s proposition

Note that given Eξ ∩ δα,0, we know TEξ
∩P(δα,0 + 1). This

justifies the reference to Tξ in the definition of Eξ+1 ∩ δα,0.

Since L[ind,E0] contains all reals, 〈Eξ ∩ δ0,0 : ξ ∈ ω2〉 is in
L[ind,E0]. By recursion, 〈Eξ : ξ ∈ ω2〉 is in L[ind,E0]. This is a
contradiction, since E1 is not in L[ind,E0] by our assumption. This
finishes the proof.
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The definition of TE

Fix ind : H(ω1)→ ω1 and a club E .

Also fix in L[ind,E ]:

• a ladder system C;

• 〈eβ : β ∈ ω1〉 be a coherent sequence with eβ : β → ω being
one-to-one.

Define T̂E to be all countable closed subsets t of the limit points
of E such that:

• If ν ∈ lim(t), min(E \ ν + 1) < ind(t ∩ ν).

• If α < β, then ind(t ∩ (α, β)) < min(t \ β + 1).
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The definition of TE

The tree TE is a downward closed subset of T̂E .

TE ∩P(δ + 1) is defined by recursion on δ ∈ ω1.
Now suppose that t is in T̂E , δ = sup(t) and every proper closed
initial segment of t is in TE .
Case 1: if δ is not a limit point of t, then put t in TE .
Case 2: if δ is a limit point of t, then put t in TE if and only if for
all but a bounded set of consecutive pairs α < β in Cδ, if
(α, β] ∩ t 6= ∅, then

3∧
i=0

θi (t ∩ (α, β], t ∩ α + 1, β)

is true.
Here θ0, . . . , θ3 are logical formulas whose truth is defined by
recursion...
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θδ0(x , t, β) max(t) ∈ min(x), t ∪ x is in TE ∩P(β), and

otp(E ∩min(x))∗ = ind(t, n)

for some n ∈ ω;

θδ1(x , t, β) if D is a dense subset of TE ∩P(ν) for some limit
ordinal ν ∈ β, ind(D) ∈ β, and

otp(E ∩min(x))∗ = ind(t, eδ(ind(D))),

then t ∪ x is in D.

θδ2(x , t, β) if y ⊆ β, eδ(min(y)) ∈ eδ(min(x)) and

θδ0 ∧ θδ1 ∧ θδ2 ∧ θδ3(y , t, β),

then x ∩ y ⊆ {min(x)}.
θδ3(x , t, β) if s, z ⊆ β, min(z) = min(x), and

θδ0 ∧ θδ1 ∧ θδ2(z , s, β),

then ind(x) ≤ ind(z).
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Open Problems and Concluding Remarks

The posets needed to prove:

Theorem (Ishiu, M.)

Assume PFA+. If L is a minimal non σ-scattered linear order, then
L is either an A-line or a separable linear order of cardinality ℵ1.

are in fact completely proper (but not (< ω1)-proper).
It is an open problem whether the above consequence of PFA+ is
consistent with the conjunction of (A) and CH. (It would be if the
posets needed were (< ω1)-proper.)
This would solve:

Problem
Is it consistent that whenever L is a non σ-scattered linear order
then there an L′ ⊆ L which is non σ-scattered such that L does not
embed into L′?

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Open Problems and Concluding Remarks

The posets needed to prove:

Theorem (Ishiu, M.)

Assume PFA+. If L is a minimal non σ-scattered linear order, then
L is either an A-line or a separable linear order of cardinality ℵ1.

are in fact completely proper (but not (< ω1)-proper).

It is an open problem whether the above consequence of PFA+ is
consistent with the conjunction of (A) and CH. (It would be if the
posets needed were (< ω1)-proper.)
This would solve:

Problem
Is it consistent that whenever L is a non σ-scattered linear order
then there an L′ ⊆ L which is non σ-scattered such that L does not
embed into L′?

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Open Problems and Concluding Remarks

The posets needed to prove:

Theorem (Ishiu, M.)

Assume PFA+. If L is a minimal non σ-scattered linear order, then
L is either an A-line or a separable linear order of cardinality ℵ1.

are in fact completely proper (but not (< ω1)-proper).
It is an open problem whether the above consequence of PFA+ is
consistent with the conjunction of (A) and CH.

(It would be if the
posets needed were (< ω1)-proper.)
This would solve:

Problem
Is it consistent that whenever L is a non σ-scattered linear order
then there an L′ ⊆ L which is non σ-scattered such that L does not
embed into L′?

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Open Problems and Concluding Remarks

The posets needed to prove:

Theorem (Ishiu, M.)

Assume PFA+. If L is a minimal non σ-scattered linear order, then
L is either an A-line or a separable linear order of cardinality ℵ1.

are in fact completely proper (but not (< ω1)-proper).
It is an open problem whether the above consequence of PFA+ is
consistent with the conjunction of (A) and CH. (It would be if the
posets needed were (< ω1)-proper.)

This would solve:

Problem
Is it consistent that whenever L is a non σ-scattered linear order
then there an L′ ⊆ L which is non σ-scattered such that L does not
embed into L′?

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Open Problems and Concluding Remarks

The posets needed to prove:

Theorem (Ishiu, M.)

Assume PFA+. If L is a minimal non σ-scattered linear order, then
L is either an A-line or a separable linear order of cardinality ℵ1.

are in fact completely proper (but not (< ω1)-proper).
It is an open problem whether the above consequence of PFA+ is
consistent with the conjunction of (A) and CH. (It would be if the
posets needed were (< ω1)-proper.)
This would solve:

Problem
Is it consistent that whenever L is a non σ-scattered linear order
then there an L′ ⊆ L which is non σ-scattered such that L does not
embed into L′?

Justin Tatch Moore Iterated forcing and the Continuum Hypothesis



Open Problems and Concluding Remarks

Consider the following statement:
(µ) If 〈Dα : α ∈ ω1〉 satisfies Dα is a closed subset of α for each
α ∈ ω1, then there is a club E ⊆ ω1 such that for all α ∈ ω1 there
is an ᾱ ∈ α with:

E ∩ (ᾱ, α) ⊆ Dα or E ∩ (ᾱ, α) ∩ Dα = ∅

Problem (M.)

Is µ consistent with CH? Does µ imply 2ℵ0 = ℵ2?

An instance of (µ) can be forced with a completely proper poset.
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Open Problems and Concluding Remarks

The following two statements each follow from (µ) in the presence
of CH:

(R) If 〈Dα : α ∈ ω1〉 satisfies Dα ⊆ α has ordertype less than α for
all limit ordinals α, then there is a club E satisfying the conclusion
of (µ).

(D) The map ξ 7→ ind(ġ � ξ) is forced to be ≤NS-dominating,
where ġ is the name for the generic element of 2ω1 with respect to
the poset 2<ω1 .
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Open Problems and Concluding Remarks

Proposition (essentially Shelah)

(R) is consistent with CH; it can be forced by iterating forcings
which are absolutely totally proper.

Proposition (M.)

(D) is consistent with CH; it can be forced by iterating forcings
which are weakly (< ω1)-proper.

Problem (M.)

Is the conjunction of (D) and (R) consistent with CH?
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Thank you for your attention!
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